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ABSTRACT

OpenShift offers an industry leading set of 
features to integrate Linux containers into 
an Enterprise IT environment. The OpenShift 
platform is built on a solid and secure foundation 
comprised of technologies like Linux containers, 
RHEL, and Kubernetes. It provides the tools 
and capabilities required to ensure container 
integrity, the key requirement for container 
security, enabling Enterprise IT organizations to 
adopt Linux containers quickly compared to in-
house developed container solutions.
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INTRODUCTION
Red Hat’s OpenShift container application 

platform is accelerating Linux container adoption 

because it specifically addresses the needs of 

enterprise IT organizations.

Up until recently, IT teams had to build numerous 

custom solutions on top of containers so that 

they could be used effectively in large scale, 

production environments. Those solutions were 

resource- and time- intensive to create and 

support. It was also problematic for IT security as 

they did not provide a standardized or validated 

answer for container security.  While mega-

scale cloud hosting providers had the resources 

to make containers work, the approach was not 

viable for the majority of businesses.

With OpenShift, containers are ready for any enterprise. The OpenShift platform 

builds on the secure foundation provided by Linux containers. It enables IT teams 

to manage containers at scale, while providing the controls and visibility required 

by large organizations. Built on the very best open source projects, the OpenShift 

platform is tested and validated for use in production environments. Untested, home- 

brewed container solutions are no longer the only option for organizations wanting 

to scale. As you read on, you will see how OpenShift empowers any organization to 

deploy containers securely, and in ways that support both your current investments 

and future strategies.

BACKGROUND
Operating system (OS)-level virtualization (aka containers) has been widely available 

for nearly 20 years. FreeBSD 4.0 included this capability with its “jail” mechanism 

in March 2000. Solaris Containers was released to the public in 2004 with a beta 

build of Solaris 10. Linux Containers (LXC) brought the first, complete container 

implementation to Linux in 2008.



Right People. Right Skills. Right Price.™ White Paper3

Stone Door Group | www.stonedoorgroup.com

Though these technologies succeeded in virtualizing the OS, they 

were not widely adopted in mainstream IT organizations because 

they lacked key features and capabilities required to integrate 

containerization into enterprise IT environments.

In 2014, Google’s release of Kubernetes, an open-source container 

orchestration system, added a tremendous amount of functionality 

to Linux containers as now containerized applications could be 

deployed, scaled, and managed. However, enterprise IT adoption of Linux containers 

still faced major hurdles as Kubernetes and Linux containers did not fully address key 

requirements from enterprise IT security.

Linux containers provided application isolation but did not address security concerns 

that are created by eliminating many of the physical and virtualized hardware boundaries 

which used to be the basis for security domains. With containers, servers and even virtual 

machines can no longer be used to easily identify access and control points. Instead, a 

more nuanced view on securing applications, and the enterprise, is required.

The Solution - OpenShift Container Platform

OpenShift provides a robust, productized Linux application container platform with a 
rich feature set based on the needs of Enterprise IT. 

OpenShift provides a comprehensive and cohesive container solution built around 
hardened and tested versions of leading open source software. It addresses functional 
requirements from development and IT operations teams, while meeting the needs of 
Enterprise IT Security teams.  For this reason, OpenShift has achieved a reputation of 
being the solution security-minded organizations rely on to manage business-critical 
applications.

HARDENED AND TESTED
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SECURE OPERATING ENVIRONMENT

Container security should be thought of in terms of container integrity.
Unlike bare metal servers or virtual machines, real or virtual hardware separation is 
not the basis for Linux container security. 

OpenShift helps ensure container integrity by answering these three key questions: 

• Is the container hosting environment secure?
• What content (application) is running in the container?
• Does the container platform integrate with Enterprise IT controls, processes, 

services, and systems?

All of the software which makes up the 
OpenShift platform is tested and supported by 
Red Hat, the world’s leading provider of open-
source solutions. Red Hat conducts functional, 
performance, and security vulnerability testing 
to ensure that OpenShift meets enterprise IT 
requirements.  If a security issue is identified in 
an upstream project, Red Hat will evaluate the 
issue, notify OpenShift customers, and make 
the appropriate updated software available.

Components and services which make up the 
OpenShift platform are configured securely 
by default. The bundled Certificate Authority 
enables services to leverage HTTPS for network 
traffic encryption by default. User logins to the 
OpenShift platform are granted minimal permissions. OpenShift services run inside 
containers on the host systems, bringing the security advantages of containers to 
the platform itself.

OpenShift runs on Red Hat Enterprise Linux (RHEL) which supplies a robust and 
secure foundation for the platform, as depicted in Figure 1. Furthermore, OpenShift 
is designed to work with a secure RHEL configuration. Security-Enhanced Linux 
(SELinux) mode must be enabled on each RHEL host running OpenShift. SELinux 
enforces access control security policies, including mandatory access controls (MAC). 
MAC helps protects the system from attackers or flawed applications. Seccomp is 
also supported, allowing administrators to limit syscalls on a host or container basis.
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OpenShift increases the security provided by Linux containers by allowing 
administrators to further control permissions granted to containers at a fine-grained 
level. OpenShift Security Context Constraints (SCC) limit container actions and access 
to resources. SCCs allow administrators to control conditions such as running of 
privileged containers, SELinux context of the container, user ID, and capabilities that 
can be requested.

SECURE CONTAINER CONTENT
Red Hat OpenShift has multiple options for secure container content starting with 
the Red Hat Container Catalog. Red Hat’s Container Catalog offers certified, trusted 
container images which greatly minimize the risk of consuming content from 
outside an organization. Red Hat’s Container Catalog helps enterprise organizations 
leverage popular technologies such as Java and Node JS without the danger of 
downloading content from public registries. The Catalog features both open source 
and commercially licensed software.

Many organizations will want to conduct additional scanning and verification of 
container content to ensure that the container image or content does not contain 
software which is vulnerable to attack. To meet this requirement, OpenShift supports 
content and image scanning at multiple points in the container lifecycle process.
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Figure 4 – Core OpenShift Architecture 

Projects – A project is a Kubernetes namespace with additional OpenShift annotations and metadata. It is 
the central vehicle by which access to resources for regular users is managed and is essentially the tenancy 
model of OpenShift and Kubernetes. A project allows a community of users to organize and manage their 
content in isolation from other communities. 

Proper node labeling and project node selector definitions ensure workloads land on appropriate hosts. Any 
new projects added to OpenShift by regular users will be configured to use compute as their default node 
selector. Therefore, any pods or containers that are scheduled to be deployed from that project will land on 
one of the compute nodes by default. This provides a level of control to prevent arbitrary or accidental 
placement of out-of-scope pods within the CDE system. The default node selector configuration variable 
osm_default_node_selector can be set at the time of cluster deployment. This variable configures the 
node selector that projects will use by default when placing pods, which is defined by the 
projectConfig.defaultNodeSelector field in the Master configuration file.  

Through RBAC assignments, activities can be restricted for OpenShift administration, project 
administration, and workload administration. For instance, only cluster admins are capable of creating 
projects with NodeSelectors that will land workloads on the cde and support nodes.  

Containers and Pods – End-user application instances, application components, or other services are run 
in Linux containers.  This OCI-compatible container technology provides an open source software 
development and delivery platform that allows applications to be packaged for portability.  A container only 

Figure 1 - Core OpenShift Architecture 
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Container images in OpenShift’s internal 
container image registry can be scanned using 
the OpenSCAP scanner capabilities in Red Hat 
CloudForms. Alternatively, OpenShift can be 
configured to utilize an external container 
registry with built-in scanning capabilities, 
such as Red Hat Quay. Quay provides for static 
analysis of vulnerabilities in containers. Third 
party container registries are also supported, 
enabling OpenShift to integrate with 
Artifactory, Nexus, or registries offered by 
popular cloud hosting providers (e.g. Amazon, 
Azure, and Google.)

OpenShift’s bundled container image registry can be utilized as the primary storage 
location for container images or it can function as a cache for container images to 
help lower container startup time. In either case, OpenShift’s image verification 
capabilities based on digital signatures of images can be utilized to validate image 
integrity and provide non-repudiation. Using the Image Policy Admission Plug-in, 
policies can be set to allow only images from known, trusted sources with a valid 
digital signature to run on the OpenShift platform.

INTEGRATION WITH ENTERPRISE IT
Change control management is a vital process for both IT and quality management. 
OpenShift is built around the premise of “infrastructure as code” (IaC). With IaC, 
infrastructure definition and configuration can go through the same process as 
application code, including version control and automated testing. IaC facilitates 
control and auditing of environments. When fully implemented, it can eliminate 
“configuration drift” helping ensure application and platform configurations don’t 
deviate from IT Security baselines.

OpenShift supports integration with enterprise identity services including LDAP, 
Google, and OpenID for user authentication. Projects are the primary vehicle for 
controlling access to resources by users. Projects build on Kubernetes namespaces, 
providing content, container, and even network isolation between communities of 
users. A role based access control (RBAC) framework handles authorization decisions 
for all OpenShift API requests, including project access. OpenShift’s RBAC framework 
can be configured at a fine grained, per project basis, enabling organizations to 
effectively implement access based on the principle of least privilege (PoLP).

Application delivery is only as secure as the network that delivers it and its data.  
As Figure 2 shows, containers running on OpenShift communicate over a Software 
Defined Network (SDN). Multiple SDN plug-in’s are available: ovs-subnet (flat 
network between pods), ovs-multitenant (network isolation between namespaces), 
or ovs- network policy (policy controlled network traffic between pods). 
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Third party SDN plug-ins (Flannel, Nuage, Kuryr) can also be utilized. OpenShift 
administrators are able to change container network traffic behavior to meet IT 
security requirements by simply specifying the appropriate SDN plug-in.

OpenShift includes the flexible and scalable Elasticsearch, Fluentd, and Kibana 
(EFK) stack to provide centralized logging and analytics functions. The EFK stack 
processes log messages from all OpenShift components, along with log messages 
from applications running in containers. OpenShift can forward log messages to 
3rd party, external logging platforms like Splunk via the industry standard syslog 
protocol. Logging data can also be sent to external Elasticsearch services.
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This reference architecture utilizes the ovs-networkpolicy plug-in for the OpenShift SDN. Of the available 
OpenShift SDN plug-ins, the ovs-networkpolicy plugin allowed for the greatest flexibility with fine grained 
control for supporting approved traffic between pods associated with different projects and between pods 
within the same project.  The ovs-networkpolicy also allowed for default policy enforcement to block all 
traffic regardless of source with traffic only being allowed to the destination by explicit policy declaration. 

 

Figure 6 - High-level OpenShift Network Topology 

On an OpenShift Master, OpenShift SDN maintains a registry of nodes, stored in etcd. When the system 
administrator registers a node, OpenShift SDN allocates an unused subnet from the cluster network and 
stores this subnet in the registry.  When a node is deleted, OpenShift deletes the subnet from the registry 
and considers the subnet available to be allocated again.  The OpenShift SDN on a Master does not 
configure the local (Master) host to have access to any cluster network.  Consequently, a Master host does 
not have access to pods via the cluster network, unless it is also running as a node.  

On the node, once the OpenShift SDN registers the local host with the SDN Master, the OpenShift SDN 
creates three network devices: br0, tun0, and vxlan_sys_4789. 

br0 is the OVS bridge device that pod containers will be attached to. OpenShift SDN also configures 
a set of non-subnet-specific flow rules on this bridge.   

tun0 is an OVS internal port (port 2 on br0).  This gets assigned the cluster subnet gateway address 
and is used for external network access.  OpenShift SDN configures netfilter and routing rules to 
enable access from the cluster subnet to the external network via NAT.  

vxlan_sys_4789 is the OVS VXLAN device (port1 on br0), which provides access to containers 
on remote nodes.  This is also referred to as vxlan0 in the OVS rules. 

Each time a pod is started on the host, OpenShift SDN assigns the pod a free IP address from the node’s 
cluster subnet, attaches the host side of the pod’s veth interface pair to the OVS bridge br0, and adds 
OpenFlow rules to the OVS database to route the traffic addressed to the new pod to the correct OVS port.  
The ovs-networkpolicy plug-in allows for NetworkPolicy rules to be injected into br0 where the rules can be 
applied to packets destined for the target pod.   

Figure 2 - High-level OpenShift Network Topology


